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People segment complex, ever-changing and continuous experience into basic, stable and dis-

crete spatio-temporal experience units, called events. Event segmentation literature investi-

gates the mechanisms that allow people to extract these units from the continuous experience.

Aiming to shed light on event segmentation ability, event segmentation theory points out that

people predict ongoing activities and observe prediction error signals in order to find event

boundaries that keep events apart. In this study, we investigated the mechanism giving rise to

this ability by a computational model and accompanying psychological experiments. Inspired

from the principles of event segmentation theory and predictive processing, we introduced a

semi-mechanistic model of event segmentation, learning, and representation. This model con-

sists of feed-forward neural networks that predict the sensory signal in the next time-step in

order to represent different events, and a cognitive model that regulates these neural networks

on the basis of their prediction errors. In order to verify the ability of our model in segmenting

experience into spatio-temporal units, learning them during passive observation, and represent-

ing them in its internal representational space, we prepared a video that depicts natural human

behaviors represented by point-light displays. We compared event segmentation behaviors of

human participants and our model with this video in two hierarchical event segmentation levels.

By using point-biserial correlation technique, we demonstrated that event segmentation deci-

sions of our model correlated with the responses of participants. Moreover, by approximating

internal representation space of participants by a similarity-based technique, we showed that

our model formed a similar internal representation space with those of participants. Our results

suggests that our model that tracks the prediction error signals can produce human-like event

segmentation decisions and event representations. Finally, we discussed our contribution to the

literature of event cognition and our understanding of how event segmentation is implemented

in the brain.
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1 Introduction

Humans segment continuous information stream into
event units to show robust, adaptive, and intelligent behav-
ior, which is called event segmentation (Richmond & Za-
cks, 2017; Zacks, 2020; Zacks, Speer, Swallow, Braver, &
Reynolds, 2007; Zacks & Swallow, 2007). In the recent
years, a growing number of computational models were pro-

posed to capture how humans segment events in order to
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utilize their continuous experience (Franklin, Norman, Ran-
ganath, Zacks, & Gershman, 2020; Gumbsch, Kneissler, &
Butz, 2016; Gumbsch, Otte, & Butz, 2017; Metcalf & Leake,
2017; Reynolds, Zacks, & Braver, 2007). Despite their es-
sential contribution to the understanding of the event seg-
mentation ability, these models have demonstrated certain
limitations. Namely they were not capable of segmenting
events in varying lengths (Metcalf & Leake, 2017; Reynolds
et al., 2007), they used datasets that involved abrupt tran-
sitions between naturalistic action sequences (Metcalf &
Leake, 2017; Reynolds et al., 2007) and they included robotic
models that did not aim for capturing human event segmen-
tation decisions (Gumbsch et al., 2016, 2017). In fact, to the
best of our knowledge, there has been only one study, where
authors compared the performance of their model to the hu-
man event segmentation decisions (Franklin et al., 2020).

In this study, we aim at addressing these limitations by a
novel computational model, which we built upon three main
elements: (1) the event segmentation theory (Zacks et al.,
2007), (2) the predictive processing of Clark (2013); Wiese
and Metzinger (2017), and (3) the robotic model of Gumbsch
et al. (2017), the contributions of which will be highlighted
throughout the paper. In this study, we showed that a self-
supervised and semi-mechanistic model monitoring predic-
tion error signals could produce multimodal event segments
in varying lengths and store the knowledge of events in acti-
vations of neural networks. Moreover, we compared the seg-
mentation and representation results of our model with those
of humans to reveal their similarities and differences. We be-
lieve that our model presents a fruitful approach to modeling
event segmentation and integrating event knowledge into a
wide range of perceptual and cognitive processes.

The introduction of the paper is organized as follows:
Firstly, we introduce the event segmentation theory and the
importance of the prediction error signals for the event seg-
mentation. Secondly, we review the computational models
of event segmentation and identify their limitations. Finally,
we explain the methodology of our current study, its results
and conclusions.

1.1 Event segmentation theory and prediction error

Early studies of event segmentation were conducted by
Newtson (1973) using a unitization paradigm, where partici-

pants were asked to watch a movie and segment it into mean-
ingful units. The results of Newston’s study demonstrated
that a substantial agreement across participants on the seg-
mentation locations, which happened to be persistent in time.
Subsequent research verified these findings and opened up
the possibilities of investigating the role of events in human
cognition (Zacks, 2020; Zacks & Swallow, 2007). The lo-
cations at which participants segment a continuous informa-
tion stream (e.g., a movie) are termed as event boundaries,
which are the positions in time that show perceptual changes
in spatial locations, movements, relative distances between
agents, or goals (Cutting, 2014; Cutting, Brunick, & Can-
dan, 2012; Hard, Recchia, & Tversky, 2011; Hard, Tversky,
& Lang, 2006; Huff, Meitz, & Papenmeier, 2014; Kurby &
Zacks, 2008; Newtson, Engquist, & Bois, 1977; Zacks, 2020;
Zacks et al., 2007; Zacks, Speer, Swallow, & Maley, 2010).

Events are known to be hierarchically structured (Zacks,
2020). People can detect smallest (fine-grained) and largest
events (coarse-grained) (Hard et al., 2011, 2006; Newtson,
1973; Zacks, 2020; Zacks et al., 2001; Zacks & Swallow,
2007), when they are instructed to do so. Research with
functional magnetic resonance neuroimaging (fMRI) sug-
gests that hierarchical segmentation is an automatic process
(Speer, Zacks, & Reynolds, 2007; Zacks et al., 2001) such
that while observing a movie or reading a story, the brain
selectively responds to the fine- and coarse-grained event
boundaries. Hard et al. (2011), for example, demonstrated
that changes at event boundaries are more numerous than
other parts of an activity; moreover, they particularly peak at
coarse-grained boundaries. The strong relationship between
both types of change, namely the sensory (fine-grained) and
the conceptual (coarse-grained) change, suggests that events
are segmented based on the perceptual cycle formed by the
bottom-up processing of sensory features and the top-down
processing of conceptual knowledge (Neisser, 1976; Zacks,
2020; Zacks et al., 2007).

A computational model or a theory of event segmentation
should explain at least two basic properties of event segmen-
tation. The first one is how locations of event boundaries are
detected and the second one is how event segmentation oper-
ation is conducted in different hierarchies. Event segmenta-
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tion theory (EST) proposes an account for both of these prop-
erties. According to the EST, people constantly make per-
ceptual predictions by event models in the working memory
(Reynolds et al., 2007; Zacks et al., 2007). The event bound-
ary is formed when the current event model cannot capture
the current situation, in other words, when the corresponding
prediction error signal follows a transient increase. In such
situations, the system triggers another event model to predict
the following sensory input. Thus, a strategy that is based on
monitoring the prediction error signals, might correspond to
the basic mechanism behind the event segmentation ability.
Indeed, the EST and the role of prediction error signals in the
event segmentation were supported by many studies (Eisen-
berg, Zacks, & Flores, 2018; Franklin et al., 2020; Gumbsch
et al., 2016, 2017; Hard et al., 2011; Reynolds et al., 2007;
Stawarczyk, Bezdek, & Zacks, 2021; Zacks, Kurby, Eisen-
berg, & Haroutunian, 2011), despite exceptions (O’Reilly,
2013; Shin & DuBrow, 2021). Along with its focus on the
prediction error signals for event boundary detection, EST
also suggests that people might make predictions by events
in multiple timescales simultaneously and sensitivity differ-
ences between events to incoming prediction error signals
might determine their lengths or positions in the hierarchy.
For example, an event model might be sensitive to minor pre-
diction errors compared to another (Zacks & Swallow, 2007),
and this sensitivity difference might make the former shorter
than the latter.

Due to this mechanism, computational models in the lit-
erature have been mostly inspired from the EST (Franklin
et al., 2020; Gumbsch et al., 2016, 2017; Metcalf & Leake,
2017; Reynolds et al., 2007). All these models, on the other
hand, come up with certain limitations, which will be the
topic of the next sub-section.

1.2 Computational models of event segmentation

Several important computational models have been pro-
posed in the literature with different limitations (Franklin et
al., 2020; Gumbsch et al., 2016, 2017; Reynolds et al., 2007).
For example, Reynolds et al. (2007) utilized a set of sequence
models for the segmentation of human behaviors. Despite
the success of the model in detecting event boundaries, hier-
archical segmentation of events in varying granularities was
not addressed. At the same time, behavioral sequences that

were used for training the model involved abrupt and unnat-
ural transitions. Metcalf and Leake (2017) enhanced this
model by a reinforcement learning agent. Although these
two models suggest that monitoring prediction error signals
is an effective strategy for the event segmentation, they did
not address hierarchical segmentation of events.

Gumbsch et al. (2016, 2017) developed a robotic model
that chunks sensory-motor information flow into parts. The
model represents events by linear models, which encode dif-
ferent sensory dimensions and predict sensory signal in the
next time-step. The linear models are regulated by a cog-
nitive model at a higher level based on the prediction er-
rors of the lower-level linear models. From this perspec-
tive, whereas the cognitive model resembles to the mecha-
nism proposed by the EST, linear models correspond to the
working memory representations. As has been addressed in
Gumbsch, Butz, and Martius (2019), however, since linear
models encoding sensory dimensions are disconnected from
one another, Gumbsch et al.’s model is not capable of discov-
ering multi-modal associations between sensory modalities
in a particular event structure. Besides this limitation, these
models are robotic models that assume the involvement of
an active agent. However, the event segmentation literature
is based largely on the unitization paradigm in which partici-
pants observe events passively and press a button to separate
them from one another (Hard & Tversky, 2003; Hard et al.,
2006; Newtson, 1973; Newtson & Engquist, 1976; Newtson
et al., 1977; Zacks, 2020; Zacks et al., 2001, 2007).

Lastly, Franklin et al. (2020) developed an inclusive
model of event cognition, which considers various domains
such as event memorization, segmentation, retrieval, and in-
ference. To the best of our knowledge, this is the only
study that used naturalistic videos and considered the human-
level event segmentation performance for the model valida-
tion, even though the received correlation between the per-
formances of the model and ground-truth data is open to im-
provement.

Overall, the computational models of event segmentation
suggest that the EST presents a plausible mechanism for the
event segmentation task. For addressing the missing points
in the literature and testing the suggested mechanism by the
EST for more than one granularity level, we developed a
novel computational model for event segmentation. In addi-
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tion to event segmentation capability, our model could form
event representations.

1.3 Event representations

Representations are mental objects with semantic proper-
ties (Pitt, 2020). To express the strength of the relationships,
a representational space can be formed by taking the pairwise
distance between all representations (Shepard, 1980, 1987;
Shepard & Arabie, 1979). This two-way relationship makes
the similarity a valuable metric to reveal how the system or-
ganizes knowledge as representations form the basis of cat-
egorization and generalization. One aim of the artificial in-
telligence is to learn valuable and representative information
from the data (Bengio, Courville, & Vincent, 2014). Multi-
layer perceptrons (i.e., deep neural networks) can learn dis-
tributed and semantically meaningful representations (Ben-
gio et al., 2014; Urban & Gates, 2021). The similarity be-
tween representations (i.e., semantic relationships between
represented entities) of a deep learning model can be found
by the Euclidean distance or cosine similarity. For exam-
ple, the semantic relationship between words and sentences
(Mikolov, Sutskever, Chen, Corrado, & Dean, 2013; Rogers
& McClelland, 2005), objects (Deselaers & Ferrari, 2011),
scenes (Eslami et al., 2018), and episodes (Rothfuss, Fer-
reira, Aksoy, Zhou, & Asfour, 2018) can be captured with
the help of representations learned by a deep learning system.
Since representations give researchers a gist about how hu-
mans organize knowledge, generalize between instances, and
make analogical transfers (Blough, 2001; Nosofsky, 1992;
Shepard, 1980, 1987; Tversky, 1977), they have a fundamen-
tal place in cognitive science. As could be expected, re-
searchers exploited human similarity judgments to achieve
human mental representations (Shepard, 1980, 1987; Shep-
ard & Arabie, 1979). The role of representations and similar-
ity judgments in artificial intelligence and cognitive science
suggest that they might provide a basis for comparing people
and machines. In fact, recent research provides excellent ex-
amples of this comparison (Hebart, Zheng, Pereira, & Baker,
2020; Peterson, Abbott, & Griffiths, 2018).

Event representation literature is very rich and represents
a diverse set of studies (Blom, Feuerriegel, Johnson, Bode,
& Hogendoorn, 2020; Day & Bartels, 2008; Fivush, Kuebli,
& Clubb, 1992; Kominsky, Baker, Keil, & Strickland, 2021;

Schütz-Bosbach & Prinz, 2007; Sheldon & El-Asmar, 2018;
Wang, Cherkassky, & Just, 2017). In the context of computa-
tional modeling, recent studies use (Shen, Fu, Deng, & Ino,
2020) and learn (Dias & Dimiccoli, 2018) event representa-
tions. In contrast, despite the interest received by event rep-
resentations, event similarity judgments is a concealed area
under the action similarity judgments (Tarhan, de Freitas,
Alvarez, & Konkle, 2020; Tarhan & Konkle, 2018). In our
work, utilizing this possibility, we compare the event repre-
sentations of our computational model and participants by
exploiting event similarity judgments.

1.4 Our contribution

In this study, inspired from the EST (Zacks et al., 2007),
the predictive processing (Clark, 2013; Wiese & Metzinger,
2017), and the Gumbsch’s robotic model (Gumbsch et al.,
2016, 2017), we developed a novel computational model for
event segmentation. Our model consists of multi-layer per-
ceptrons (i.e., event models) that are managed by a cognitive
mechanism and consequently, determining the event bound-
aries. As our contribution to the literature, (1) our model
is capable of learning to represent and predict multi-modal
event segments with sensory associations in passive observa-
tion unlike the models developed by (Gumbsch et al., 2016,
2017) which segment unimodal events based on actions in
a simulation environment. (2) With the help of a parame-
ter, changing sensitivies of event models to prediction error
signals, our model can also segment events in varying gran-
ularities, which was not addressed by Reynolds et al. (2007)
and Metcalf and Leake (2017). (3) Moreover, segmentation
and representation capabilities of our model were tested by
ground-truth data received from psychological experiments.

A multi-layer perceptron is a plain deep neural network
which consists of an input layer, an intermediate (hidden)
layer or layers, and an output layer. The network learns
the relationship between inputs and outputs by updating
weights in each iteration. Thanks to the hidden units, multi-
layer perceptrons can classify complex patterns (Lippmann,
1989), approximating non-linear functions (Hornik, Stinch-
combe, & White, 1989). Moreover, the knowledge devel-
oped throughout the training is stored in weights and what is
learned by the model can be explored by analyzing the rep-
resentations of the network (Fleming & Storrs, 2019; Hebart
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et al., 2020; Peterson et al., 2018). The use of deep neu-
ral networks in cognitive science and artificial intelligence
has a long history and had an important role in the emer-
gence of the connectionist framework (Rumelhart, Hinton, &
Williams, 1986). The effect of connectionist framework, in
other words deep learning models, on cognitive sciences still
persists and leads to revolutionary results in a wide variety
of domains such as perception (Fleming & Storrs, 2019; He,
Zhang, Ren, & Sun, 2016; Krizhevsky, Sutskever, & Hin-
ton, 2012; Russakovsky et al., 2015; Spoerer, McClure, &
Kriegeskorte, 2017), linguistics (Floridi & Chiriatti, 2020;
Radford, Jozefowicz, & Sutskever, 2017; Wu et al., 2016),
developmental psychology (Orhan, Gupta, & Lake, 2020),
and cognitive neuroscience (Khaligh-Razavi & Kriegeskorte,
2014; Tripp, 2017; Yamins & DiCarlo, 2016).

We used multi-layer perceptrons as a member of deep
neural networks to represent events. A deep neural network
model can be trained in several ways: supervised, unsuper-
vised and self-supervised way. In the supervised learning,
models receive outputs (e.g., categories for object identifi-
cation) of inputs (e.g., images) from huge labelled datasets
(Krizhevsky et al., 2012; Russakovsky et al., 2015). Despite
its success in a range of domains such as object identifica-
tion (Krizhevsky et al., 2012; Russakovsky et al., 2015), su-
pervised learning is criticized being inconsistent with how
humans actually learn. Humans learn new concepts and abil-
ities with little supervision without the requirement of hand-
crafted labels (Vinyals, Blundell, Lillicrap, Kavukcuoglu, &
Wierstra, 2016). The dependency of supervised learning on
labels leads to researchers investigate other learning possibil-
ities such as unsupervised and self-supervised learning that
do not require explicit labels. In the unsupervised learning,
the network learns how to represent data efficiently by not re-
lying on labels, but rather by capturing the high-order statis-
tics of the dataset (Fleming & Storrs, 2019). On the other
hand, in the self-supervised learning, labels are substituted
by the information in the input data so much so that rather
than mapping inputs to the hand-crafted labels, the network
learns to predict selected parts of the data (e.g., predicting
the next sequence of a video or a certain part of an image)
and generates representations by this way (Liu et al., 2021).

In the context of event segmentation, using a supervised
model receiving event boundary locations from a supervi-

sor or instructor would not be natural because infants mostly
learn new abilities without supervision. Therefore, our
model is self-supervised as it learns to make prediction in a
segment and detects event boundaries from the data without
the need of human-crafted labels (Liu et al., 2021).

Despite the contribution of deep neural networks to the
progress in a wide range of areas from linguistics to neu-
roscience (Fleming & Storrs, 2019; Floridi & Chiriatti,
2020; He et al., 2016; Khaligh-Razavi & Kriegeskorte, 2014;
Krizhevsky et al., 2012; Orhan et al., 2020; Radford et al.,
2017; Russakovsky et al., 2015; Spoerer et al., 2017; Tripp,
2017; Wu et al., 2016; Yamins & DiCarlo, 2016), they have
an important limitation, namely explainability. Deep neu-
ral networks are black-box models whose functioning is not
explicit, which is a crucial property especially for the do-
mains where understanding the decisions of networks is crit-
ical (e.g., medical decision making) or in scientific practice
(e.g., why the network decides this way and what this deci-
sion says for the problem in question). Even though it uses
multi-layer perceptrons for representing the event segments,
our model is not an end-to-end black box model (Rudin &
Radin, 2019); rather, it involves an easily understandable
and trackable white-box model that regulates multi-layer
perceptrons. From this perspective, our model is a semi-
mechanistic model, incorporating the capabilities of white-
box and black-box models, giving researchers a chance to
benefit from the power of neural networks without fully sac-
rificing the explainability.

Our proposed model is both self-supervised and semi-
mechanistic. By tracking the prediction error signals, (1)
the model produces multimodal event segments in varying
hierarchies via passive observation with the help of multi-
layer perceptrons unlike the models developed by (Gumbsch
et al., 2016, 2017), (2) With the help of a parameter, chang-
ing sensitivities of event models to prediction error signals,
our model can produce event segments in varying granular-
ities, which was not addressed by (Metcalf & Leake, 2017;
Reynolds et al., 2007). (3) Moreover, not only did we study
the activations in the layers to have an insight with respect
to the functioning, we also compared the performance of our
model to that of the human observers in order to assess its
capabilities. We received a higher point-biserial correlation
score than the existing score in the literature (Franklin et al.,
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2020). More specifically,

• we prepared two videos depicting naturalistic human
behaviors that are represented as point-light displays
(PLDs) (Johansson, 1973). PLDs depict biological
movements by several points that are placed on the po-
sitions corresponding to joints. From their movements,
people can recognize human movements, emotions,
actions, and gender (Alaerts, Nackaerts, Meyns, Swin-
nen, & Wenderoth, 2011; Troje & Basbaum, 2008).
The ability to perceive PLDs emerges very early in
human life (Bertenthal, Proffitt, & Kramer, 1987; Fox
& McDaniel, 1982) and human brain imaging stud-
ies (Grossman et al., 2000; Krakowski et al., 2011;
Michels, Kleiser, de Lussanet, Seitz, & Lappe, 2009;
Pavlova, Lutzenberger, Sokolov, & Birbaumer, 2004;
Peuskens, Vanrie, Verfaillie, & Orban, 2005) sug-
gest that biological motion processing are specialized.
Since they can provide an easily manipulable stimu-
lus for the psychological experiments and present an
opportunity to reduce data dimension and processing
time for computational experiments.

• By using the dataset prepared from PLDs, we assessed
the smallest (fine-grained) and largest (coarse-grained)
event segmentation performances of our model. Pre-
senting the same videos to the participants in an on-
line psychological experiment, we collected the be-
havioral event boundary judgments, to which we then
compared the performances of our model by a point-
biserial correlation.

• We proposed a new validation technique inspired from
the literature on the concept emergence in deep neu-
ral networks (Peterson et al., 2018) for investigat-
ing whether event segments that are produced by our
model is meaningful and that neural networks capture
human-like event representation space. For approxi-
mating event representations of participants, in another
online experiment, we asked participants the perceived
similarities between different events to turn this into
an event representation space. We then compared the
internal event representation space of our model with
that of the participants. The techniques by which we

approximated event representations of our model will
be further explained in the method section.

Our results suggested that the proposed model received
a considerable point-biserial correlation score (rpb) with the
event segmentation decisions of participants, namely 0.254
and 0.196 for the fine- and the coarse-grained segmentation,
respectively. Moreover, the correlation between the internal
representation spaces of the participants and our model re-
sulted in r of 0.435 and 0.614 for fine-grained and coarse-
grained segmentation. These results, overall, propose that
(1) a model guided by prediction error signals can cap-
ture event segmentation decisions of human participants, (2)
multi-layer perceptrons can successfully capture the internal
representation space, and (3) events can be segmented to one
another by a self-supervised predictive model that does not
receive event boundary locations as human-crafted labels.

2 General Method

In this section, we first illustrate our proposed computa-
tional model for the event segmentation and then explain how
we prepared the dataset for the psychological and computa-
tional experiments.

2.1 The overview of the proposed computational model

The model we propose is built on top of the computational
architecture proposed by (Gumbsch et al., 2016, 2017) for
the robotic event segmentation. We reformulated the model
in question (Gumbsch et al., 2016, 2017). In general (1) we
represented event models as multi-layer perceptrons capable
of representing non-linear relationships in the data. In this
way, our model can now approximate complex sequences
of human actions and learn associations between possible
modalities. Additionally, (2) we excluded the role of action
(i.e., motor modality) in the event formation to extend the
model to passive segmentation.

The overview of the proposed model and how the pro-
posed model is tested are given in Figure 1. The model
represents events as predictive models that predict sensory
information at the next timestep and receive a prediction er-
ror signal (A, F). Prediction error signals are accumulated
and used for calculating a surprise threshold (B), whose toler-
ance, therefore granularity, is weighted by a parameter called
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θ (C). If the surprise threshold is exceeded, the searching pe-
riod starts. From this period, the best event model is returned
(D). After each to be chunked event ends, all activated events
during the last training step are trained (E). For subsequent
analyses, event segmentation results are calculated (G) and
compared with human performance (I). For further investiga-
tions, a hierarchical neural network is trained to capture the
relationship between events (H), and its results are compared
with human performance (J).

2.1.1 Online prediction. Our model continuously
makes predictions by using an active event model Mt at the
time point t (see Figure 1A). Mt predicts the next sensory
observation by

S ′t+1 = S t + ∆S ′t+1

Making predictions until receiving the next surprise sig-
nal, the active model Mt receives sensory inputs, computes
and stores prediction error signals, and learns to make predic-
tions via backpropagation. At each prediction Mt makes, the
system calculates a dynamically changing surprise threshold.
When the prediction error encountered by the Mt exceeds the
surprise threshold, the system enters into a search period to
start using the best event model for predicting the following
sensory input.

2.1.2 Surprise threshold and search period. The
surprise threshold ΦM is calculated by the rolling mean of
the stored prediction errors eM and of the variance σM with
a window (w) (see Figure 1B). The confidence parameter θ
affects the tolerance of event models to the incoming errors
and, thereby, controls the coarseness/length of the events to
be segmented (see Figure 1C). ΦM is calculated by

ΦM = eM + θ ∗ σM

If the prediction error of an event model exceeds the
threshold ΦM , the system moves into a search period (see
Figure 1D). Each search period starts with generating a new
potential event model having random weights. Then, all
event models in the system are trained for a rehearsal dura-
tion that indicates the number of training epochs. Following
this training period, the best event model - the event model
that receives the least mean squared error - is selected, and
the effect of training on event models, except the best model,

is ignored. Sometimes, the newly generated event model
does not receive the minimum mean squared error, in this
case, the new event model is removed from the long term
memory.

During the search period, for each event, a different train-
ing set is generated to avoid catastrophic forgetting. For
the prediction of the future, the next n timesteps in the se-
quence should be learned. Meanwhile, event models should
not forget their history. Thereby, we sample a distinct train-
ing dataset for each event model from the combination of the
next n timeteps and their histories.

2.1.3 Memory range and replay. At each search pe-
riod an extensive search period takes place, which increases
the training time as a function of the number of event models
in the system. For this reason, at the end of each training
epoch, we determine the unutilized event models to remove
them when they are not utilized for n epochs (i.e., memory
range).

In order to foster memory consolidation, avoid catas-
trophic forgetting, and reduce the time spent for the training,
we introduce a replay period in which each event model is
trained by their histories (see Figure 1E). The replay period
is a biologically plausible phenomenon observed in the hip-
pocampal regions of the brain, which is thought to be related
to the memory consolidation (Ólafsdóttir, Bush, & Barry,
2018). It was also used for stabilizing the training regimes
of the reinforcement learning agents (Andrychowicz et al.,
2017).

Up to this point, we portrayed the formalization of the
computational model. In the following section, we detail the
preparation of the PLDs, which we used as the main stimuli
for the psychological and computational experiments.

2.2 Dataset and videos

For the preparation of the dataset from PLDs, we selected
twelve natural human behaviors (such as walking, jumping,
picking an object, sitting on a chair, and searching for an
object) from the KIT Motion-Language Dataset (Plappert,
Mandery, & Asfour, 2016) (see Figure 2). The selected
complex human behaviors were added back-to-back by an
interpolation method (see Supplementary Material). All be-
haviors were represented in a PLDs format using the X and
Y dimensions of 14 markers.
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Figure 1. The overview of the study
(A) In the online prediction phase, the current event model makes a prediction, on the basis of which the current
prediction error is calculated. (B) At the same time, for each model, a surprise threshold is computed. If the prediction error
exceeds the surprise threshold, the system enters into a search period for spotting the best event model. (C) The parameter
θ determines the tolerance of event models, and therefore, their granularities. (D) In the search period, all event models are
trained for the next n timesteps which returns the best event model. (E) After each epoch, the system moves into the replay
phase in which all event models are trained for the timesteps for which they are active. (F) Each event model receives a body
posture represented by the PLDs and tries to predict the body posture at the next timestep. Event models are multi-layer
perceptrons whose functioning is not explicitly tractable. (G) After the training is over, the segmentation results are calculated,
and (I) they are compared with human performance obtained from the online psychological experiments. (H) In order to
investigate whether segmented events are meaningful and their semantic relationships can be captured by a hierarchical neural
network, we received representations of each timestep and reduced their dimensionality. (J) Similarity judgments extracted
from these representations are then compared with those of participants.
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Figure 2. Two examples of PLDs are given. Both displays
show a type of walking

From the behaviors selected, we prepared two
datasets/videos -normal and noisy- involving the same
behaviors but in varying degrees of sensory change. By these
datasets/videos, we assessed our model by examining its
segmentation performance in comparison to the behavioral
performance of humans,

2.2.1 Noisy dataset. We produced the noisy dataset by
exploiting the inherent relationship between the change and
event segmentation (Cutting et al., 2012; Hard et al., 2011,
2006; Huff et al., 2014; Kurby & Zacks, 2008; Newtson et al.,
1977; Zacks, 2020; Zacks et al., 2007, 2010). It is known that
the event boundaries are the points where the change is no-
table the most and that the change is maximal particularly at
the coarse-grained event boundaries (Hard et al., 2011). That
is, a reduction in change must hinder the potential timesteps
that separate events from one another.

In order to prepare the noisy dataset, we applied Gaussian
noise to the temporal signal of the normal dataset (window:
40, standard deviation: 10), and thereby, removed its fine
movement dynamics and made it look much more fluent than
the normal video. From normal and noisy datasets, we cre-
ated two 16 Hz and 267-second videos for the psychological
experiments. The videos can be found here 1. For the com-
putational experiments, we applied a min-max normalization
operation to these datasets and reduced them to 4 Hz (1076
timesteps in total).

3 Event segmentation experiments

Humans can segment the ongoing activity into events in
varying lengths. In the unitization paradigm, participants are
asked to detect the shortest (fine-grained) and the largest nat-
ural/meaningful events (coarse-grained) (Hard et al., 2011;
Newtson, 1973; Zacks et al., 2007; Zacks & Swallow, 2007).

We conducted a unitization-based online psychological ex-
periment that has two experimental conditions: event gran-
ularity (fine-grained and coarse-grained segmentation) and
sensory reliability (normal and noisy videos). The number
and positions of the event boundaries were determined to be
the dependent variables.

In addition, we tested whether our computational model
(1) captured the human event segmentation decisions and (2)
showed a bias against the noisy video (i.e., the reduction of
the rate of change) similar to that was expected in the perfor-
mance of the human participants.

3.1 Participants and procedure

Nineteen participants (9 female, mean age 25) were re-
cruited for a within-subject design. They were primarily un-
dergraduate or graduate university students and were given
the chance of a gift voucher lottery as an incentive. The study
was approved by the Ethics Committee for the Master and
PhD Theses in Social Sciences and Humanities (SOBETİK)
at Boğaziçi University.

We reached the participants via the internet and, upon
their agreement, sent them a link of the online experiment
(i.e., Pavlovia) developed by Psychopy3 (Peirce et al., 2019).
Each participant segmented first the normal and then the
noisy video. The experiment started with a segmentation
granularity instruction which asked participants to make ei-
ther a fine- or a coarse-grained segmentation by pressing the
space button and the level of granularity was counterbal-
anced. For each type of segmentation granularity, partici-
pants observed the same video twice to segment the video
either in the shortest or the longest possible way.

We coded each observation by a label for maintaining sim-
plicity, namely Fine 1, Fine 2, Coarse 1, and Coarse 2. For
example, Fine 1 denotes the first observation of the fine-
grained segmentation level. Throughout our analyses we
considered second observations as they were considered to
be more reliable due to practice effect.

We trained twelve computational models for each possi-
ble combination of our independent variables. Please see the
supplementary materials for the hyperparameter selection.

1https://youtu.be/L2oCNEvzdrU
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3.2 Results

One challenge posed by the online psychological experi-
ments is maintaining the data reliability (Gosling & Mason,
2015). For this reason, we applied a number of control mea-
sures to ensure the quality of the data before applying the
statistical tests. Firstly, we checked whether participants un-
derstand the instruction of sensory granularity by comparing
their number of responses in coarse to those in fine segmen-
tation condition. We excluded two participants as they had
more number of responses in the Coarse 2 than the Fine 2 in
the normal video segmentation. Secondly, we calculated the
intra-participant correlations of the fine- and coarse-grained
segmentation responses. This procedure resulted in the ex-
clusion of three more participants (see Supplementary Mate-
rial). At the end, 14 participants remained, whose data were
considered for the statistical analysis.

3.2.1 The reduction in sensory change reduces the
number of event boundaries. For analyzing the effect of
the rate of change in fine- and coarse-grained event segmen-
tation decisions, we used Friedman’s ANOVA. Analysis re-
vealed that the number of responses differed significantly
across groups (X2(7) = 80.93, p = .000). Wilcoxon signed-
rank was applied along with Holm–Bonferroni method to ad-
just the p values to avoid inflating false positives. As a result,
it was found that participants perceived a smaller number of
event boundaries in the noisy (M = 32.71, Md = 17.5, SEM =

4.44) than in the normal video (M = 41.91, Md = 22.5, SEM

= 5.95), W = 879.0, p = 0.021, r = 0.191. The trend was sim-
ilar for both fine-grained and coarse-grained segmentations.
For the fine-grained segmentation, the normal video (M =

68.14, Md = 43, SEM = 9.56) received more response than
the noisy video (M = 52.50, Md = 43.5, SEM = 6.98), W =

288.5, p = 0.016, r = 0.31. Similar to the fine-grained, the
coarse-grained segmentation level showed the same trend,
normal (M = 15.67, Md = 16, SEM = 1.49) and noisy video
(M = 12.92, Md = 10.5, SEM = 1.66), W = 203.5, p = 0.018,
r = 0.33, with a slightly higher effect size. These results
verified that the reduction in sensory change in fact reduced
the number of event boundaries, as expected.

3.2.2 Fine-grained event boundaries are more cor-
related with sensory change than coarse-grained event
boundaries. Aiming to reveal the relationship between

sensory changes in point locations in two dimensions and
event segmentation decisions of participants as a function
of time, we generated histograms by grouping the responses
of the participants into the 0.25-second bins and quantified
changes as the absolute sum differences between the X and
Y dimensions of points. Considering a possible lag between
event boundary responses and changes in events, which may
result from the decision-making process or the motor re-
sponse latencies, we computed the correlations by shifting
the response distributions backward in time. The relationship
between the sensory change and the event segmentation are
given in Figure 3. Figure 3 shows that whereas the absolute
sensory change is correlated with the rate of perceived fine-
grained event boundaries; it is uncorrelated with the coarse-
grained event boundaries.

Figure 3. Event boundary responses and the degrees of
change are given. Since participants detect event bound-
aries by pressing a button, there might be latencies in the
responses. For this reason, response probabilities were cal-
culated by event histograms and gradually shifted backward
in time. For all the time shifts, the correlation between the
response of probabilities of the participants and the absolute
sensory change was computed. Results showed that fine-
grained segmentation are correlated with the absolute sen-
sory change, whereas coarse-grained segmentation decisions
seem to be uncorrelated.

3.2.3 Event boundaries of the model correlate with
those of participants. We received segmentation decisions
of our computational model (Figure 1G). A video displaying
fine- and coarse-grained segmentation instances can be found
here 1. After receiving the results, we compared them with
the data of participants by point-biserial correlation (Figure
1I). Point-biserial correlation is a suitable technique for as-
sessing the correlation between the event boundary responses

1https://youtu.be/SDQpmdehG8o
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(discrete) and the event boundary histograms (continuous)
(Franklin et al., 2020). For this reason, we generated a 1-
second event boundary histogram for each condition and as-
sessed event boundary responses of each participant and each
model by this histogram. For testing whether the results of
our model perform better than the chance level, we devised
two control models: random and change models. While the
former selects event boundaries uniformly by giving each
timestep the same weight, the latter selects timesteps by dif-
ferent weights corresponding to their respective absolute sen-
sory changes.

Directly comparing the performances of humans and com-
putational models may fail to reveal the actual match because
models can respond to an event change right away while hu-
mans show response latencies. Due to this fact, for a thor-
ough comparison, we assessed the performance of models
by shifting their responses in time. In details, we calculated
the point-biserial correlation values with the temporal shifts
up to 2 seconds (8 frames) (see Figure 4).

Figure 4. Time-dependent correlations of the computational
models with the ground-truth data are given. In the unitiza-
tion paradigm, participants might show a response latency.
Considering this fact, we shifted the responses of the models
forward in time before computing the point-biserial correla-
tions. Our model reached better correlation scores with the
human performance than the control models.

For the fine-grained event segmentation, our model
reached its highest performance at a 0.5-second shift with
an r value of 0.254 when the mean r of the ground-truth data
was 0.394. The coarse-grained event segmentation perfor-
mance of our model was maximized after a 1-second shift
with an r value of 0.196, when the mean of participants was
rmean = 0.366. Although this is a significant difference, the
particular model receiving maximum correlation scores (rmax

= 0.256) showed a comparable performance to those of par-
ticipants (z = -1.40, p = 0.158, two-tailed). In general, these
results showed that segments produced by our model corre-
late with those produced by human observers.

3.2.4 Event boundaries produced by the computa-
tional model correlate with sensory change. We also in-
vestigated the relationship between the sensory change and
the responses of the computational models as showed in Fig-
ure 5. Results showed that the fine-grained segmentation
decisions of the computational models were more account-
able by the absolute sensory change than its coarse-grained
segmentation decisions. In this sense, this pattern is roughly
analogous to the asymmetry emerging in the responses of the
participants (see Figure 3).

Figure 5. The relationship between the responses of the pro-
posed model and the change is given. Time-dependent cor-
relations between the absolute sensory change and the re-
sponses of the computational models for the fine-grained and
coarse-grained segmentation. Coarse-grained segmentation
decisions of the model were less correlated with the absolute
change than its fine-grained segmentation decisions. In com-
parison to the participants, the computational model reacts to
the change immediately.

3.2.5 Sensory noise does not bias the computational
model similar to participants. We have so far showed
that, for the normal video, event segments produced by our
model correlate with those produced by human observers.
We further tested our model to check whether it would be
biased by the quality of sensory input, in other words, by the
reduction in the sensory change. In participants’ data, the
number of segments produced for the noisy video was less
than those produced for the normal video. Figure 6 shows
the number of event boundaries produced by the participants
and our computational model. The model did not show a
similar bias, although the event boundary decisions results
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were comparable.

Figure 6. The figure shows the difference between the mean
number of event boundaries detected in the normal and noisy
videos by the participants and computational models. The
computational model did not show a similar bias in the fine-
grained segmentation, but the results were comparable in the
coarse-grained segmentation.

In the first part of this study, we investigated how the
reduction of sensory change affects event boundaries de-
tected by participants. Results showed that fine-grained event
boundaries of participants correlated with sensory change,
whereas coarse-grained ones did not (Section 3.2.2). Ad-
ditionally, when the sensory information was degraded, the
number of fine-grained event boundaries detected by partic-
ipants were reduced. Then, we assessed our computational
model and found out that decisions of our model were cor-
related with participants and its fine-grained segmentation
decisions showed higher correlation with sensory change
than its coarse-grained segmentation decisions. Lastly, we
checked whether our model was biased by degraded sensory
change similar to participants by comparing their number of
event boundaries in normal and noisy videos. Our model
did detect higher number of fine-grained event boundaries
for the normal video, which was contrary to our expectations
(Section 3.2.5).

Overall, in this section, we showed that our model cap-
tures the essence of event segmentation by exhibiting similar
event segmentation decisions except showing a bias to the
noise in sensory information. In the second part, we assessed
the internal event representation space and the corresponding
similarity judgments of the model with those of humans.

4 Event representation experiments

The aim of this section is to analyze and compare the
event representations formed by the human participants and
our computational model. However, representations formed
by humans are not directly accessible. Therefore, using the
observed PLD streams and the corresponding ground truth
event labels, two metrics are calculated in human experi-
ments:

• Pairwise Event Distance in Humans (PED-H): As-
suming that events with similar representations are re-
ported to be similar by humans, we utilize similarity
judgements of the participants to collect pairwise event
distances in humans.

• Estimated Event Representation in Humans (EER-
H): Given pairwise distances between each event, we
estimate the position of each event in a reconstructed
representation space using non-linear dimensionality
transformation techniques. This transformation places
each event instance in a 2-D event representation space
such that the pairwise distances between events are
preserved.

Taking into account the metrics obtained in human exper-
iments above, the following two metrics, which serve as the
counterparts in our computational model, are used:

• Pairwise Event Distance in Computational Model
(PED-CM): Recall that each event in our model is rep-
resented with a feed-forward neural network (FFNN).
The pairwise distances between events are calculated
by taking the distances between the outputs of the cor-
responding event models.

• Estimated Event Representation in Computational
Model (EER-CM): We train an event model classi-
fier, which is another neural network that maps the
PLD sensory data stream to the corresponding event
model id (M j). Here, the neural activations, which are
generated by the PLD data streams, encode the repre-
sentations of the corresponding events. These activa-
tions are mapped into 2-D event representation space
using dimensionality reduction techniques. The pair-
wise distances between events are calculated by taking
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the distances between their locations in 2-D event rep-
resentation.

Finally, we propose two additional baselines to assess
metrics defined for the computational model: PED-CM and
EER-CM. These metrics are not computed from the behav-
ior of the computational model or the similarity judgments of
humans. They are computed based on the ground-truth data,
in other words, the visual appearance of PLDs streams. We
expect this assessment to show whether the defined metrics
and, therefore, our computational model capture distances
between and representations of events similar to or better
than ground-truth data.

• Pairwise Event Distances based on Visual Appear-
ances (PED-VA): The pairwise distances between
events are estimated based on their visual appearances.

• Pairwise Event Distance based on Changes in Vi-
sual Appearances (PED-CVA): PED-VA is based lo-
cations of dots, which are necessarily dependent on
previous dot configurations in an event. Thus, for
estimating distances between events without the bias
of previous dot locations, we estimated distances by
changes in visual appearances of events.

In the rest of this section, we first describe the details of
the human similarity judgment experiments, next provide the
computation details of the metrics introduced above, and fi-
nally give the results.

4.1 Procedure

4.1.1 Event Similarity Judgment Experiment with
Human Participants. We devised an online psychologi-
cal experiment based on the pairwise similarity judgment
paradigm (Shepard, 1980, 1987; Shepard & Arabie, 1979)
(see Figure 1J). In this paradigm, participants are asked to
report the similarity between two items, and the obtained
similarity matrices are transformed to a representation space
by multidimensional scaling (Shepard, 1980).

In our experiment, participants were presented with the
videos side-by-side and had a chance to play videos using
the K and L buttons (K for left, L for right) of the key-
board. They reported the degree of similarity of event videos
in both fine- and coarse-grained levels using a continuous

ranking slide. Psychological experiments were designed by
Psychopy3 (Peirce et al., 2019), and online experiments were
conducted via Pavlovia.

Since the number of segments increases the number of
possible comparisons, we reduced the number of selected
events by sampling the ones that were also segmented by
our computational model (see Section 4.1.2 and Supplemen-
tary Material for details). This sampling schema yielded 21
videos for the fine- and 12 videos for the coarse-grained seg-
mentation. In order to further decrease the number of com-
parisons, we randomly selected 7 fine-grained and 4 coarse-
grained event videos for each participant. This reduced the
number of comparisons to 49 for the fine- and 16 coarse-
grained videos.

Forty-two participants (32 female, mean age 21) were re-
cruited for the study from the Research Participation System
of Boğaziçi University. Other details were same as those in
the event segmentation experiment (Section 3.1).

This event similarity judgment experiment provided us
with PED-H, the similarity scores between the events in both
fine- and coarse-grained levels. We calculated EER-H met-
rics from PED-H by multi-dimensional scaling in the scikit-
learn package (Pedregosa et al., 2011).

4.1.2 Event Similarity Judgment Extraction from the
Computational Model. We defined two metrics for com-
paring representations of computational model with those of
participants, namely PED-CM and EER-CM.

The PED-CM is calculated by taking the distance between
the outputs of the corresponding event models. Recall that
each event model in our computational model is represented
with a learned feed-forward neural network which predicts
the PLD configuration in the next time step given the dis-
played PLD configurations. If the learned models are similar,
then we expect similar outputs, i.e. prediction trajectories,
from those models. Therefore, given arbitrary PLD streams,
the distance between the prediction trajectories of two event
models provides a measure for their pairwise similarity. In
order to calculate the distance between two prediction trajec-
tories, Dynamic Time Warping (DTW) method (Giorgino,
2009) is used (Supplementary Material for details).

EER-CM, on the other hand, is calculated by training a
neural network classifier that takes PLD data stream as in-
put and predicts the corresponding event model id as output.
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The neural activations of this classifier encodes the predicted
event by our computational model (see Figure 1H). These
activations are mapped to 2-D representation space using
dimensionality reduction methods such as PCA (Principal
Component Analysis) (Wold, Esbensen, & Geladi, 1987) or
t-SNE (T-Distributed Stochastic Neighbor) (Van der Maaten
& Hinton, 2008). Finally, the mean location of the points
that belong to the same event in the 2-D representation space
is found and assigned as the representative position for the
corresponding event. The distance between events, on the
other hand, are found by calculating the Euclidean distance
between these representative positions. Due to the two di-
mensionality reduction methods, we received two different
metrics for EER-CM by using PCA (EER-CM/PCA) and us-
ing t-SNE (EER-CM/t-SNE).

4.1.3 Similarity Judgments based on Visual Appear-
ances. We invented two additional baselines for the evalu-
ation of similarity judgments and estimated event representa-
tions of the computational model, namely PED-VA and PED-
CVA. These techniques are used to estimate pairwise visual
similarities between events. PED-VA estimates visual sim-
ilarities based on actual trajectories of events; on the other
hand, PED-CVA uses changes in trajectories of events. In
order to calculate the distance between actual trajectories
and their changes, Dynamic Time Warping (DTW) method
(Giorgino, 2009) is used.

In this part of the study, we explained how we extracted
several metrics for the participants, the computational model,
and baselines. Our aim is to find out (1) whether similar-
ity is a meaningful metric for events and (2) whether our
model captures event similarity judgments, in other words,
estimated event representations of participants. In particular,
the performance of our model in this task would be a sign for
validating our model.

4.2 Results

In this section, we compared subjective similarity judg-
ments of the participants with the metrics we calculated for
the computational model and the baseline. In particular, first
we assessed the correlation between the similarity judgment
of participants, namely PED-H, with those of the compu-
tational model (PED-CM and EER-CM) and the baselines
(PED-PLDs and PED-CPLDs) in Section 4.2.2. Next, we vi-

sually compared event representations of participants (EER-
H) with representations estimated from the computational
model (EER-CM) in Section 4.2.3.

4.2.1 Event similarity judgments of participants
show strong correlation to their group. We averaged out
the subjective similarity judgments of the participants to
compute the group similarity judgments (PED-H) and com-
pared the performances of the individual participants with
the group decisions by using Pearson correlation coefficients.
This investigation (1) revealed correlation distributions of the
participants and (2) provided a basis for assessing the rep-
resentation discovery techniques. Results showed that that
the mean Pearson correlation coefficients of the participants
to their group were 0.90 and 0.92 for the fine- and coarse-
grained event comparisons, respectively.

4.2.2 Event similarity judgments of the computa-
tional model and participants correlate each other. Af-
ter receiving the group similarity judgments for event pairs
(PED-H) from the event similarity judgment experiment,
we compared them to similarity judgments we computed
for the computational model and the baselines by Pear-
son correlation. Recall our metrics for the computational
model, namely PED-CM and EER-CM, for the representa-
tion discovery. We received two results from the EER-CM
because of using two-dimensionality reduction techniques
(EER-CM/PCA and EER-CM/t-SNE) and one result from
the PED-CM. For the baselines, we received two results; one
for the PED-PLDs and one for the PED-CPLDs.

Figure 7 displays the correlations of these metrics with
group decisions. It can be seen from the figure that the
EER-CM/t-SNE was better than other techniques and base-
lines (r = 0.435 for fine-grained and r = 0.614 for coarse-
grained). Statistical tests revealed that correlation scores of
EER-CM/t-SNE (r = 0.618) with PED-H was higher than
EER-CM/PCA (r = 0.393), (z = 2.579, p = 0.004) for coarse-
grained units. Moreover, the same also applied for fine-
grained units where EER-CM/t-SNE (r = 0.449) was signifi-
cantly higher than EER-CM/PCA (r = 0.339), (z = 1.92, p =

0.027).

These results suggested that the metric estimating event
representations in the computational model by a nonlinear
transformation technique (EER-CM/t-SNE) showed better
results than the other techniques, even superior to baselines
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estimating pairwise event distances based on visual appear-
ances (PED-VA and PED-CVA). That is, metrics based on vi-
sual appearances cannot capture human similarity judgments
(PED-H) well. We showed that, for capturing human simi-
larity judgments, a higher-level mechanism (i.e., event model
classifier) mapping sensory information (i.e., PLDs in the
current case) to event units seems necessary. In fact, in the
literature, a higher-level mechanism capturing the relation-
ship between event pairs is proposed (Aslin, 2017; Levine,
Buchsbaum, Hirsh-Pasek, & Golinkoff, 2019).

Although a higher-level mechanism for capturing similar-
ity judgments might be necessary, it is apparent that it seems
it is not sufficient. Recall that EER-CM/PCa computes sim-
ilarities between events based on the activations of a higher-
level mechanism. Despite this, EER-CM/PCA does not cor-
relate well with human similarity judgments (PED-H), and
it seems inferior to baselines based on visual appearances
(PED-VA and PED-CVA). The dimensionality technique is
the only difference between EER-CM/t-SNE, showing supe-
rior performance by using a nonlinear dimensionality reduc-
tion technique (Van der Maaten & Hinton, 2008), and EER-
CM/PCA, showing inferior performance by using a linear di-
mensionality reduction technique (Wold et al., 1987). Supe-
riority of EER-CM/t-SNE over EER-CM/PCA suggests that
the former can represent the relationships of events in higher
dimensions on a 2-D event representation space by nonlin-
ear transformations. Thus, we can conclude that the higher-
dimensional space formed by the event model classifier cor-
relates with those of humans.

So far, we have demonstrated that (1) people can judge
similarities between events, and (2) our model shows remark-
able correlation scores with the human similarity judgments.

For a visual exploration of event representations beyond
correlation scores, we compared EER-CM/t-SNE with EER-
H on a self-organizing map (SOM) (Kohonen, 1990). SOM
is an unsupervised machine learning technique that produces
the low-dimensional representation of data. In the litera-
ture, SOM is used is used for action recognition (Gharaee,
2021; Huang & Wu, 2010), classification (Wünstel, Polani,
Uthmann, & Perl, 2000) and analysis (Bauer & Schöllhorn,
1997). Moreover, compared to t-SNE and PCA, SOM pre-
serves topological relationships in the data (Dou, Xu, Shen,
& Zhao, 2021), which makes it suitable for the visualization

Figure 7. Correlations of the representation discovery tech-
niques and baselines with the human data are given. The
best technique was EER-CM/t-SNE receiving an outstanding
performance compared to the baseline models, namely PED-
PLDs and PED-CPLDs. Even though the correlation scores
were not approximated perfectly, they were comparable to
the human performance, namely 0.90 and 0.92 for the fine-
and coarse-grained event comparisons, respectively.

of events represented by EER-CM/t-SNE on a 2-D space.

4.2.3 Self-organizing maps reveal visual similarities
between represented events. SOM is an unsupervised
learning technique that extracts the structure of the data by
preserving topological relationships (Dou et al., 2021; Koho-
nen, 1990). Upon training, SOM forms a topographic map
according to the patterns in the input data and represents sta-
tistical patterns by the distances between elements (Kohonen,
1990). In this part, we used SOM models to visually ex-
plore event representations of the computational model and
the participants on the same 2-D space.

To visualize fine- and coarse-grained events on a 2-D
space (Dou et al., 2021), we trained two SOM models for
both the computational model and the participants. SOM
models trained for participants received their input from the
PED-H that is gathered from the event similarity judgment
experiment, whereas those of the computational model re-
ceived their input from EER-CM/t-SNE as it reached the best
correlation score. We thereby trained SOM models by rep-
resenting each event by its perceived (i.e., the participants)
or estimated (i.e., the computational model) distance to other
events in the dataset.

As a result of the training, we obtained locations of events
for the computational model and the participants on differ-
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ent 2-D spaces. To make the comparison more accessible,
we mapped the event locations of the computational model
to the 2-D space of participants. For mapping, we used the
orthogonal Procrustes method (Schönemann, 1966) in Scipy
(Virtanen et al., 2020) since it preserves pairwise distances
between events on a 2-D space.

The resulting 2-D space representing the fine-grained
events was given in Figure 8. The hexagons represent neu-
rons of the SOM model on which events of the computa-
tional model and the participants are located, and colors of
hexagons represent their distances from surrounding neurons
(i.e., hexagons). Events are labeled by a letter and two num-
bers, such as M.0.7. The letter shows whether the event is
represented by the model (M) or humans (H), the first num-
ber indicates the event model used for the event, and the sec-
ond number shows the order of the segment that particular
event model was used for. For a visual comparison, we illus-
trated PLDs streams corresponding to events and organized
them in different boxes. For example, Figure 8A includes
two events labeled as 10.0 and 10.1, which are represented by
neighboring neurons. The spatial closeness on the 2D space
represents the degree of similarity. Throughout this section
we will evaluate whether this similarity corresponds to the
visual and the semantic similarities between event segments.

It can be seen that the representations of the computa-
tional model and participants were well-matched to one an-
other (see event segments coded as 10.0 and 10.1 in Fig-
ure 8-A, and 7.0 and 7.1 in Figure 8-B), aligning with the
resulting Pearson correlation coefficient (r = 0.435). More-
over, SOM displayed the topological relationships between
the represented units. For example, Figure 8-A represents
walking, Figure 8-B walking and leaning down, Figure 8-C
a complete bending (i.e., crouching down), Figure 8-D and
Figure 8-E various kinds of hand movements.

Despite matches between representations of the compu-
tational model and the participants, there are several dis-
agreements (see event segment coded as 0.1 (see Figure 8-
D and Figure 8-E). The computational model considered 0.1
more similar to 2.0 and 19.0, whereas participants perceived
it as more like 20.0. Interestingly, the neuron representing
M.0.1 is distant from surrounding neurons (see the color of
the hexagon), which implies that the computational model
could not estimate the similarity of M.0.1 with other events

properly and assigned it to an individual neuron.

Representations produced for the coarse-grained event
segments were given in Figure 9. Similar to the fine-grained
event segments, representations of the computational model
and participants overlapped one another (see M.0.0 and H.0.0
and Figure 9-A). The overlap of representations is consistent
with the degree of correlation scores received in similarity
judgments (r = 0.614). Since the coarse-grained event units
represent rich and diverse movement sequences, interpreting
their topological relationships is rather hard.

Event units may share similar sequences, and the compu-
tational model and the participants seem to use those simi-
larities in their judgments. For instance, Figure 9-B displays
three event segments: 0.3, 7.0, and 8.0. These event seg-
ments differ from one another, but they involve a similar se-
quence, a bending movement. The participants and the com-
putational model might have spotted the shared movement
between sequences and considered them similar (see M.7.0
and H.7.0 and compare them with M.8.0). This implies a
shared strategy between the model and the participants.

Figure 9-C displays a crucial difference between the
model and participants (see 2.0 and 2.1). Participants found
2.0 and 2.1 similar (see H.2.0 and H.2.1) as they involve
nearly the same movement sequence. On the other hand,
the model could not perceive them as similar (see M.2.0 and
M.2.1). We think this might have been because 2.1 and 2.0
differed in one movement sequence, namely, raising both
hands together, which took place in 2.1 but not in 2.0. It
is natural that participants found raising one or two hands
similar, but the model could not detect this fact. Although
our model has a high correlation with human similarity judg-
ments (r = 0.614) and produces overlapping representations
on 2-D space, it fails to capture the relationship between
events in certain cases because of failing to conceptualize
the relationship between body parts (i.e., left and right hand)
or actions.

In this part, we visually compared representations of the
computational model and the participants to reveal their sim-
ilarities and differences. In general, our model produced rep-
resentations that overlap with those of participants. How-
ever, we detected several cases of failure due to not being
able to estimate the similarity of an event and conceptualize
the semantic relationships between body parts or actions. In



EVENT SEGMENTATION 17

Figure 8. SOM results for the fine-grained event representations are given. Event segments, in general, are represented by the
same or neighborhood neurons (see 10.0 and 10.1, 7-0 and 7.1). Moreover, SOM extracted the topology, as expected. For
example, (A) represents walking, (B) walking and leaning down, (C) a complete bending (i.e., crouching down), (D), and (E)
hand movements. Despite this, there are several deviations. For instance (D and E), the computational model considered 0-1
more similar to 2.0 and 19.0, whereas humans thought it was more like 20.0. Lines connecting the points are pictured for
visualization purposes.

the next section, we will discuss our results in the light of
event segmentation and representation literature and present
possible improvements over the proposed model.

5 Discussion

In this study, we developed a computational model of
event segmentation, learning, and representation by consid-

ering the limitations in the literature. In the literature, several
studies used stimuli which have discontinuities and unnatural
abruptions (Metcalf & Leake, 2017; Reynolds et al., 2007),
some only worked in the context of interaction (Gumbsch et
al., 2019, 2016, 2017), and the majority of studies did not val-
idate their model by psychological experiments (Gumbsch et
al., 2019, 2016, 2017; Metcalf & Leake, 2017; Reynolds et
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Figure 9. SOM results for the coarse-grained event representations are given. (A) shows an instance, (B) shows the relation-
ships between three coarse-grained events, namely 0.3, 7.0, and 8.0. They share a similar movement, which can be defined
as bending. On the other hand, (C) shows a divergence between humans and the computational model. Humans, but not the
computational model, found 2.0 (raising one hand) and 2.1 (raising two hands together) similar. Lines connecting the points
are pictured for visualization purposes.

al., 2007). To the best of our knowledge, the only model val-
idated by the ground-truth data was tested only for one gran-
ularity level (Franklin et al., 2020). We addressed these lim-
itations by developing a simple semi-mechanistic and self-
supervised computational model and demonstrated that our
model can produce multimodal segments in varying hierar-
chies.

5.1 Humans and computers differ in terms of their tem-
poral dynamics

One interesting output of this study is that humans and
computers are different in terms of their temporal dynamics,
and researchers investigating the cognitive and perceptual
abilities should be cautious about these differences (Funke
et al., 2021). In this study, we observed a delay in the
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event segmentation responses of participants, which might
have occurred due to the decisional or motor processing de-
lays. For a safe and sound comparison between the proposed
model and the ground-truth data, we shifted the responses
of the model in time. Our analysis showed that the pro-
posed model received comparable mean correlation scores
with participants, namely 0.254 and 0.196 for the fine- and
coarse-grained segmentations, respectively, where the cor-
responding values received by the best models were 0.32
and 0.256. Steady improvement of the correlation scores
as the time shifted forward implied that the comparison be-
tween humans and computational models is not straightfor-
ward. Nonetheless, shifting responses in time was an ap-
proximation; thus, further computational models can benefit
from other paradigms of event segmentation; for example,
the dwell-time paradigm can address to this limitation (Hard
et al., 2011). In the dwell-time paradigm, participants are
presented with a video frame by frame and are asked to use
a button for passing into the next frame. By considering the
time spent for each frame, an event boundary histogram can
be extracted without or with considerably less delay (Hard
et al., 2011). In comparison to the study of Franklin et al.
(2020), which is the only study which validates the model
with human response, our model received a higher correla-
tion score. However, while Franklin et al. (2020) used nat-
uralistic videos directly, here, we used PLDs extracted from
natural videos. Despite this fact, our simple model extracting
the event boundaries by tracking the prediction error signals
can also be extended to the naturalistic videos.

5.2 Changes predict fine- but not coarse-grained event
segmentation responses

We conducted a series of comprehensive correlational
analyses to reveal the relationship between the change and
the event segmentation performances of the participants and
our computational model (see Figure 3). In general, we
showed that the fine-grained segmentation decisions of hu-
mans were partly driven by the absolute sensory change. In
contrast, their coarse-grained segmentation decisions seemed
to be independent from the change in the sensory informa-
tion. Analyzing the relationship between the event segmen-
tation decisions of participants and the sensory change gave
us a chance to interpret the capabilities of our model. Fig-

ure 3 shows that the fine-grained segmentation decisions of
our model are largely correlated with the absolute sensory
change. On the other hand, Figure 5 shows that the effect
of absolute sensory change on the decisions of our model is
reduced for the coarse-grained segmentation. This implies
the possibility of a weak top-down effect developed by our
model.

In the second condition of our event segmentation experi-
ments, where the videos to be segmented are noisy, we ben-
efited from the well-known relationship between the change
and the event segmentation. We expected that the reduction
in sensory change and removing the fine-grained dynamics
would affect the event segmentation decisions of our model
in line with those of the participants. By verifying the re-
lationship between the event segmentation and the sensory
change, participants produced coarser segments, as expected
(see Figure 6). When we tested our model trained on the
normal video for the noisy video, the number of boundaries
did not show the bias we expected. We think that the noise
applied to the dataset might have increased the prediction
error signals observed by the model and led to the higher
number of detected event boundaries. Nevertheless, correla-
tion scores of the computational model for the noisy video
segmentation were still better than the control models (see
Supplementary Material).

5.3 Our results conform to the conceptualization of un-
certainty framework

The event segmentation ability of our model can be ex-
plained within the context of the uncertainty framework
(Dayan & Yu, 2003, 2006). According to this framework, a
mental model can encounter two types of uncertainties: un-
certainties because of the known unreliability of the predic-
tive relationships and uncertainties above and beyond them,
requiring a model change (Dayan & Yu, 2003, 2006; Payzan-
LeNestour, Dunne, Bossaerts, & O’Doherty, 2013; Yu &
Dayan, 2005; Zhao et al., 2019). Expected uncertainty is
related to the inherent stochasticity of the world that is ex-
pected from the perspective of the model. If an uncertainty
is expected, one does not have to reset its internal models
since they work for the current context. When a change is
not explainable by the model, on the other hand, this is an
unexpected uncertainty as the current model is not able to
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represent the current context and thus, the internal models
are better change. In our proposed model, the threshold val-
ues of each event model determine their degrees of uncer-
tainty or their representation powers for the current context.
Prediction errors below this value are considered to be ex-
plainable within the dynamics of the model and therefore
those changes form the expected uncertainty. If the observed
changes are beyond the prediction capacity of the current
model, in other words the current prediction error exceeds
its threshold, those changes form the unexpected uncertainty
and trigger a model reset. It has been observed that the un-
expected uncertainties suppress the top-down expectations
and increase the importance of newly acquired information
(Dayan & Yu, 2003, 2006; Farashahi et al., 2017; Soltani
& Izquierdo, 2019; Yu & Dayan, 2005). Our model works
similarly. When it observes an unexpected uncertainty, it
suppresses the current event model and enters into a search
period for learning a new sequence.

5.4 Event representations reveal perception of events

We developed and employed a novel validation standard
for our model based on event representations. For this aim,
we conducted an online pairwise similarity judgment exper-
iment and compared the similarity judgments of the partic-
ipants for the segmented events with those of the computa-
tional model. We demonstrated that people were very re-
liable to the group decision in their similarity judgments,
even when the events were displayed as PLDs (Johansson,
1973). In particular, mean correlation scores of each partic-
ipant with all participants were 0.90 and 0.92 for the fine-
and coarse-grained events, respectively. When we extracted
the representations of the participants via various representa-
tion discovery techniques we developed, namely EER-CM/t-
SNE, our model also received considerable correlation scores
with the similarity judgments of the participants (0.435 and
0.614 for fine and coarse, respectively). Moreover, repre-
sentations discovered by the EER-CM/t-SNE outperformed
all the baseline models, directly using the information com-
ing from the ground-truth data rather than the activations
of a neural network. We believe that this finding is in line
with the studies comparing the representations of neural net-
works and humans, showing their similarities, and using neu-
ral networks as a tool for capturing mental representations

in neuroscience (Khaligh-Razavi & Kriegeskorte, 2014; Mur
et al., 2013; Tripp, 2017) and psychology (Dubey, Peterson,
Khosla, Yang, & Ghanem, 2015; Hebart et al., 2020; Kubil-
ius, Bracci, & Op de Beeck, 2016; Lake, Zaremba, Fergus,
& Gureckis, 2015). As a necessary reminder, EER-CM/t-
SNE is partially dependent on the event segmentation mech-
anism of our model. The technique uses activations of a neu-
ral network model which receives various segmented events
and discovers semantic relationship between those instances.
This simple framework, namely segmenting event instances
by monitoring the prediction errors and relating segments via
an hierarchical mechanism implies the presence of a hierar-
chical (possibly recurrent) system in the event cognition. In
fact, studies suggest that infants can find higher-level units
based on the structural relationship between lower-level units
(Aslin, 2017; Levine et al., 2019).

Despite its success in capturing the human event simi-
larity judgments, EER-CM/t-SNE and EER-CM/PCA have
an importation limitation. Basically, those models map each
timestep to an event instance and, by this way, form the rep-
resentation of each timestep as the training unfolds. Rep-
resentations of each timesteps (frame-based representation)
of a particular event are averaged out to extract a represen-
tation for that event (event-based representation). Although
this technique is simple and understandable, the mean oper-
ation, namely averaging out, assigns the same credit for all
timesteps in an event. However, this may not be the most
suitable operation as humans remember (i.e., give an infor-
mation processing advantage) the first and the end of a se-
quence better than its midpoint, known as the serial position
effect (Jonides et al., 2008; Murdock, 1962). Further research
might consider developing a method that aggregates frame-
based representations based on the saliencies of the individ-
ual frames.

5.5 Limitations

Our model has a number of limitations. First of all, event
models in our framework are distinct from one another, even
though human actions are groupable. With the aim of ad-
dressing this issue, we connected different event segments
by several representation discovery techniques. Further re-
search can investigate how the relationship between the event
instances can be utilized for achieving more robust event
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segmentation. Secondly, although our model can segment
events in different lengths, it is not able to capture the part-
whole relationship and use this information for the hierarchi-
cal segmentation. Even though we tried to exploit the event
similarity judgments to capture the hierarchical organization
of events, it was not successful. Recent research shows the
possibility that hierarchical segmentation requires tracking
higher-order statistical regularities between the event units
(Franklin et al., 2020; Schapiro, Rogers, Cordova, Turk-
Browne, & Botvinick, 2013). Subsequent research can ex-
tend the proposed model in this way by learning temporal
regularities between the event labels by a hierarchical recur-
rent neural network model. Further research can exploit the
latent representation space proposed in this study for building
a top-down signal, regulating behaviors of the event models.
Such a latent representation space can be exploited to cap-
ture the event relationships, learn the new events faster, and
segment events into parts more reliably.

At the first step of modeling event segmentation, we rep-
resented events by PLDs, which are utilized in event seg-
mentation literature (Metcalf & Leake, 2017; Reynolds et al.,
2007). Further research can use naturalistic videos -rather
than PLDs- to capture event segmentation abilities in certain
event types, including human-object, human-human interac-
tions, and scene-related changes. Since the current model
trains all event models to find the next event model in the
search period, using raw naturalistic videos may increase the
computational load. Nevertheless, the current model can be
scaled by an already trained object identification model such
as AlexNet (Krizhevsky et al., 2012) or a dimensionality re-
duction algorithm such as PCA or autoencoders to reduce
data dimensionality to achieve human-level event segmen-
tation performance in the naturalistic videos. In the case
of using sequences of images (i.e., videos) for represent-
ing events, convolutional neural networks (CNNs) might be
more advantageous than the multi-layer perceptrons (Good-
fellow, Bengio, & Courville, 2016; Haushofer, Livingstone,
& Kanwisher, 2008; Kriegeskorte & Mur, 2012).

Despite these limitations, our model allows researchers to
integrate various systems in a simple manner for exploring
the prediction-error-based event segmentation and other per-
ceptual and cognitive processes. This advantage is due to the
semi-mechanistic nature of the model. For example, one can

enrich the current model by defining the adaptive learning
rates by comparing the thresholds of models and received
prediction errors, and therefore, explore the effects of ex-
pected and unexpected uncertainties on learning (Dayan &
Yu, 2003, 2006; Farashahi et al., 2017; Soltani & Izquierdo,
2019; Yu & Dayan, 2005). Another possibility is to target
prediction error signals and investigate their role in certain
perceptual and cognitive processes. For instance, one can
extend our model into a time perception model, which ag-
gregates prediction error signals for estimating the duration
of an event (Basgol, Ayhan, & Ugur, 2022; Fountas et al.,
2022).

5.6 Conclusion

In this study, we developed a computational model of
event segmentation, learning, and representation. Our model
represents events by multi-layer perceptrons and manages
them by monitoring their prediction error signals. By this
way, our model can produce multimodal event segments in
varying hierarchies via passive observation. We compared
the capabilities of our model by event segmentation and rep-
resentation experiments.

• We evaluated fine-grained and coarse-grained event
segmentation performances of the model with two
videos, representing various human behaviors by
PLDs (Johansson, 1973). We then compared its per-
formance by online psychological experiments. We
showed that the proposed model received 0.254 and
0.196 point-biserial correlation scores for the fine- and
coarse-grained segmentation, respectively.

• With the aim of examining whether the event segments
that are produced by our model are interpretable and
extractable from the activations of neural networks,
we proposed a new validation technique inspired from
the literature (Peterson et al., 2018). We approxi-
mated the event representations of our model by sev-
eral techniques of participants by an event similarity
judgment experiment and extracted their event repre-
sentation spaces. We compared the event representa-
tion spaces of our model with those of the participants
and received the correlation scores of 0.435 and 0.614
for the fine- and coarse-grained segments, respectively.
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• Our results suggest that a model based on monitoring
the prediction error signals can capture the event seg-
mentation decisions of humans, and multi-layer per-
ceptrons can capture the internal representation space.

• From a broader perspective, our results confirm an
already held theory, event segmentation theory (Za-
cks & Swallow, 2007), and computational and robotic
models in the literature (Gumbsch et al., 2019, 2016,
2017; Metcalf & Leake, 2017; Reynolds et al., 2007).
Moreover, they imply a hierarchical mechanism relat-
ing event segments (Aslin, 2017; Levine et al., 2019)
and present the possibility of tracking higher-order sta-
tistical regularities between event segments in a more
opaque way (Franklin et al., 2020; Schapiro et al.,
2013). The present model shows how perceptual and
cognitive abilities can be modeled with maintaining in-
terpretability and without the need of human-crafted
labels.
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